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OUR PROBLEM?



This innovative machine learning model is set to transform English
language learning by providing detailed feedback on fluency,
accuracy, and pronunciation. It helps users identify areas for
improvement and develop better communication skills, enhancing
their mastery of the language.



OUR MOTIVATION



Bridging the Communication Gap
Aim to close the feedback gap in language
learning, enhancing learners' English proficiency for better
communication.

Advancing Educational Technology
Pushing ed-tech boundaries by using ML to personalize language
learning, offering a scalable, adaptive learning tool.

Supporting Academic Excellence
Complementing CTLC's curriculum with a tool that boosts students'
communication skills, preparing them for future success.



POTENTIAL
APPLICATIONS



Customised Language Learning Apps
Integrate the model into mobile or web-based language learning applications to
provide users with instant feedback on their speech, tailoring the learning experience
to individual needs and accelerating progress in pronunciation and fluency.

Educational Institutions and Online Courses
Schools, universities, and online learning platforms can incorporate the model into
their English language courses, offering students an additional resource for
practicing and improving their spoken English skills outside of the traditional
classroom setting.

Speech Therapy and Accent Reduction
The model could be adapted for use in speech therapy settings or accent reduction
programs, assisting individuals in modifying specific pronunciation patterns or
improving speech clarity and fluency for both therapeutic and professional
development purposes.



POTENTIAL IMPACT



Enhanced Language Proficiency
The model could significantly improve learners' pronunciation, accuracy, and fluency
in English, leading to better communication skills, greater confidence in speaking, and
increased opportunities in global academic and professional arenas.

Innovative Educational Methods
By integrating advanced machine learning into language learning, the model paves
the way for more personalised and efficient teaching methods, potentially
revolutionising how languages are taught and learned across various educational
platforms.

Cultural and Social Integration
Improved language skills facilitated by the model can ease the integration process for
non-native speakers, fostering greater cultural exchange, understanding, and
collaboration in increasingly multicultural and international communities.



LITERATURE
SURVEY



Aim of Study
The primary aim of this study is to automate the process of evaluating non-native English speakers'
fluency levels. By doing so, the study seeks to facilitate the placement of learners in appropriate level
groups without the need for time-consuming personal interviews.

Dataset Used
The dataset created for this study, named the Avalinguo audio set, consists of labeled audio
conversations in English, segmented into 5-second clips. These conversations cover a range of
fluency levels (low, intermediate, high) and were designed to capture the variety of proficiency found
among language learners

Model Used
Among the five machine learning models compared—Multi-layer Perceptron (MLP), Support Vector
Machine (SVM), Random Forest (RF), Convolutional Neural Networks (CNN), and Recurrent Neural
Networks (RNN)—the Support Vector Machine (SVM) was highlighted for its superior performance,
achieving the highest classification accuracy of 94.39%. 

Key Findings
The addition of features such as zero-crossing rate, root mean square energy, and spectral flux,
alongside Mel cepstral coefficients, was found to enhance the performance of the models.

Reference

SPEAKER FLUENCY LEVEL
CLASSIFICATION USING ML

https://www.researchgate.net/publication/327392661_Speaker_Fluency_Level_Classification_Using_Machine_Learning_Techniques/link/5b8cad44a6fdcc5f8b7a4a73/download?_tp=eyJjb250ZXh0Ijp7ImZpcnN0UGFnZSI6InB1YmxpY2F0aW9uIiwicGFnZSI6InB1YmxpY2F0aW9uIn19


Aim of Study
The aim of the study was to develop an advanced machine learning model to accurately
identify languages in podcast audio, addressing the unique challenges podcasts
present. 

Dataset Used
The dataset consisted of a wide variety of podcast episodes to ensure diversity in
language, style, and format.

Model Used
The model used speaker embeddings in a two-step process for language identification,
focusing on extracting relevant audio features that signify language characteristics.

Key Findings
The key finding was the model's high accuracy, with an average F1 score of 91.23%,
indicating its effectiveness in identifying languages across different podcasts.

Reference

AUDIO-BASED ML MODEL FOR
PODCAST LANGUAGE IDENTIFICATION

https://research.atspotify.com/2023/08/audio-based-machine-learning-model-for-podcast-language-identification/


Aim of Study
The study aimed to develop an end-to-end deep learning model for continuous speech recognition that
translates raw audio waveforms directly into text without requiring separate components for language
and acoustic modeling or manual feature engineering. 

Dataset Used
The dataset for this study was provided by the Indian Institute of Technology Madras (IITM) and included
Indian English spoken by male and female speakers. The dataset comprised 45,000 tokens.

Model Used
The model employed was based on a recurrent neural network (RNN) trained to process voice
spectrograms and output text transcriptions. The RNN model consisted of five dense layers and one
unidirectional RNN layer, utilizing MFCC (Mel-Frequency Cepstral Coefficients) features extracted from
the audio samples.

Key Findings
The study found that the RNN-based model could achieve comparable word error rates (WERs) while
significantly speeding up the decoding process. 

Reference

DEEP LEARNING APPROACH FOR AN
INDIAN ENGLISH REPOSITORY 

https://www.jatit.org/volumes/Vol102No3/36Vol102No3.pdf


CURRENT
IMPLICATIONS



Technology Utilised
Speech Recognition, Natural Language Processing
Application
Duolingo uses speech recognition technology to assess users’ pronunciation by
comparing it to expected phonetic patterns. It provides immediate feedback to help
learners correct and improve their spoken language skills.

Technology Utilised
Proprietary Speech Recognition Engine
Application
Rosetta Stone's TruAccent speech-recognition engine is designed to provide
real-time pronunciation feedback, helping learners to speak confidently and
accurately.

Technology Utilised
BERT (Bidirectional Encoder Representations from Transformers)
Application
Google has been exploring the use of BERT in various language
understanding tasks, which can potentially be applied to pronunciation
assessment to analyse context and provide more accurate feedback on
language use.

Technology Utilized
Machine Learning, Deep Learning Algorithms
Application
ELSA Speak uses advanced speech recognition technology powered by deep
learning algorithms to listen to the way language learners pronounce words,
providing expert feedback on pronunciation errors and how to fix them.



DATASET AND
PRE-PROCESSING



We used the Mozilla Common Voice dataset from Kaggle for our project.

We chose this dataset because it was the most extensive, covering a broad range of everyday
pronunciations and phrases. Its exceptional diversity made it the best fit for training our model
to understand various accents and linguistic nuances.

Compared to the LibriSpeech and CMU Pronunciation datasets, Mozilla Common Voice offered
a richer variety of real-world speech patterns. This included diverse accents and colloquial
expressions, which were crucial for developing a versatile pronunciation assessment tool.

The dataset is ethically sourced. Mozilla emphasizes volunteer contributions and explicit
consent for use in projects. This ensures the respect for privacy and the fair use of participants'
data.

OUR DATA



Targets Justification

Fluency Score Evaluates rhythm and speed, indicating how naturally speech
flows.

 Measures correctness of language use, reflecting the speaker's
grasp of English.

Assesses if responses are fully formed, gauging comprehension and
response adequacy.

Rates the clarity of speech sounds, crucial for intelligibility and
communication

Accuracy Score

Completeness Score

Pronunciation Score



Features Justification
Shows the speaker's tone, which can affect the perceived emotion
and assertiveness of speech

Measures loudness, important for understanding speech dynamics
and energy.

Indicates frequency stability, with higher values suggesting
potential voice disorders or tension

Reflects amplitude stability; variations can signal vocal strain or
emotional stress.

Average Pitch

Average Intensity

Jitter

Shimmer

MFCC Captures timbral aspects, essential for identifying unique speech
characteristics and speaker differences.



CHALLENGES FACED 
1.Computational Power and Time
2. Imbalance in Dataset



OUR DATA -  RAW



OUR DATA -  PROCESSED



OUR DATA -  LABELLED



VISUALISATIONS



VISUALISATIONS



OUR MACHINE 
LEARNING
MODEL



LSTMs excel at capturing temporal dependencies in sequential data
like speech. 
Their ability to selectively remember or forget information makes
them well-suited for modeling the dynamic nature of speech
patterns. 
Unlike SVMs, which are primarily designed for fixed-length feature
vectors, LSTMs can handle variable-length speech segments. 
While other neural networks lack the memory mechanisms crucial for
understanding speech context,LSTMs are explicitly designed to retain
relevant information over time.

LSTM
LONG SHORT-TERM MEMORY MODEL



1.Data Processing
2. Train-Test Split (Train: 0.6, Test:0.2, Validation:0.2)
3. Input Layer
4. LSTM Layer: Processes the sequential input data. LSTM layers are effective
for sequence prediction problems because they can maintain information in
memory over time.
5. Dropout Layer: Helps in preventing overfitting by randomly setting a fraction
of input units to 0 during training.
6. Output Layer: Outputs the predictions for each target score. This layer uses a
linear activation function to allow for a continuous range of outputs.
7. Training
8. Evaluation
9. Testing

OUR MODEL



MODEL



REAL WORLD TESTS



REAL WORLD TESTS
Predicted scores: [76.885994 60.845703 51.427834 57.933548]



Our Project directly aligns with revolutionary styles of
teaching at Plaksha University. 

This model will be a great value addition at CTLC lab.
Where students can perfect their pronunciations and also
improve their speaking skills. 

We envision this model to give you challenging phrases,
level by level to which can help improve Vocabulary skills. 

IMPLEMENTATION



CHALLENGES

Computation Generalisation UI/UX



PERFORMANCE METRICS

Test Loss: 109.37371826171875
Test MAE: 7.058261394500732



THANK YOU!


